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Abstract 

Behind the rapid advancement of artificial intelligence (AI) lies a complex supply chain containing five layers: 

hardware, cloud infrastructure, training data, foundation models and AI applications. The economic forces shaping the 

market of these layers include high fixed costs, economies of scale, network effects, rapid technological progress and 

strategic actions by big technology companies. The way that AI is provided today influences not only consumer welfare 

but also operational resilience, cyber security and financial stability. Building an inclusive and resilient AI ecosystem 

is paramount for aligning technological progress with broader social goals.   
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Elements of the AI supply chain 

Artificial intelligence (AI) applications rely on a supply chain made up of multiple layers, each with distinct market 

dynamics. This AI supply chain has, at its core, five interconnected layers (Graph 1). The first is hardware, which 

includes specialised chips such as graphics processing units (GPUs), field-programmable gate arrays (FPGAs) or 

application-specific integrated circuits (ASICs). These specialised chips are especially well suited to AI as they excel at 

performing thousands of complex computations simultaneously. GPUs are most commonly used for training and 

inferring from AI models.  

 

The next layer is cloud computing. Cloud computing platforms like Amazon Web Services (AWS), Microsoft Azure and 

Google Cloud provide the computational backbone for training, storing and deploying AI models. The third layer is the 

training data, which are the lifeblood of large AI models. Training data can include text, audio, video and images from 

both public and proprietary sources. These data are then fed into the fourth layer, large foundation models, which can 

be adapted for many different functions and applications.  

 

The last layer contains user-facing AI applications, like ChatGPT, Claude, Gemini, FinGPT, DALL-E or Github copilot. 

These applications leverage foundation models to deliver diverse functionalities, ranging from natural language 

processing, financial forecasting or coding assistance to image generation and protein fold prediction.   

 

 
 

 

Economic forces shaping the input layers  

The market structure of each layer looks different, with varying degrees of competition and concentration. The 

hardware layer, which refers to the production of specialised chips like GPUs, is largely dominated by Nvidia, which 

controls over 90% of the market (Graph 2A). Nvidia has gross margins of over 70% and its revenues increased by 

405% between 2023 and 2024 (Nvidia press release, 2024).  

 

Two key factors explain this success. First was Nvidia’s early entry into the AI space. Nvidia’s GPUs were originally 

made for the video gaming market, but their parallel computing capabilities proved to be crucial for AI applications. 

The second factor behind Nvidia’s dominance in the hardware layer is the edge that its parallel computing platform, 

CUDA, provides. Nvidia’s GPUs come in an exclusive bundle with CUDA, which has become the industry standard, 

enabling programmers and software developers to simplify the process of using GPUs and to enhance their 

performance. While competitors such as AMD, Intel and some Chinese firms have entered the market, Nvidia’s 

entrenched advantages, coupled with high switching costs for users, make it difficult for rivals to challenge its 

dominance. 
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The cloud computing layer is similarly concentrated, with three major providers – AWS, Microsoft Azure and Google 

Cloud – accounting for nearly three-quarters of the global market (Graph 2B). This dominance is underpinned by high 

fixed costs, strong network effects, and significant barriers to switching, such as costly egress fees and proprietary 

software restrictions. Additionally, these providers often bundle their cloud services with other offerings, further 

reinforcing customer lock-in and limiting competition.  

 

 
 

 

The training data layer, while less concentrated than hardware and cloud computing, is increasingly tilting in favour of 

larger firms. Historically, AI models have relied on publicly available data, but as these datasets become scarcer, 

companies with access to proprietary user data will likely have an advantage. While data feedback loops can amplify 

these advantages, the extent of their effectiveness varies by application, and there may be diminishing returns to 

additional data in certain contexts. 

 

The foundation model layer seems more contestable, with over 300 models in the market (CMA (2024), Korinek and 

Vipra (2025)). The development of foundation models requires significant upfront investment and access to vast 

computational resources, potentially creating high barriers to entry.1 Economies of scale and scope further reinforce 

the market structure, while user inertia can make it difficult for new players to gain traction. As a result of this, while 

there are several hundred foundation models and the dynamics of the market are rapidly evolving, only a handful of 

firms produce them. Currently, OpenAI, Google DeepMind, Anthropic and Meta still dominate this space. 

 

 
1 While training foundation models typically involves substantial costs, there are some signs that these expenses may be 
decreasing. One example of potentially declining costs is the launch of DeepSeek, a Chinese foundation model reportedly 
trained at significantly lower cost than GPT-4 (Financial Times, 2025 a,b).  
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Finally, the user-facing AI applications layer is thriving, with a wide range of tools and services built on foundation 

models. However, within each narrow market, there is a chance of “winner takes all” dynamics emerging. For instance, 

despite the rise of competing chatbots, ChatGPT captured 60% of the market in 2024, underscoring the importance of 

being an early entrant (Graph 2C).  

 

 

Big techs are everywhere 

A key feature of the AI supply chain is the expanding influence of big tech companies in every input layer. These 

companies are leveraging their existing market power in digital services to expand their influence in emerging AI 

markets.  In 2023, big techs accounted for a significant share of global AI investments, contributing 33% of the total 

capital raised by AI firms and 67% of the funding for generative AI startups (Graph 2D). Their deep financial resources, 

control over data and established cloud infrastructure give them a competitive edge, enabling them to integrate 

vertically across the AI supply chain. 

 

Three big techs dominate the cloud computing market and often use exclusivity agreements to strengthen their 

position. For instance, Microsoft’s partnership with OpenAI requires the latter to rely exclusively on Azure cloud 

services, while Amazon’s investment in Anthropic comes with a similar condition to use its cloud infrastructure. Such 

arrangements limit competition by locking AI startups into specific cloud providers, further consolidating the 

dominance of big techs in this layer. 

 

In the training data layer, big techs have a significant advantage due to their access to proprietary datasets generated 

by their platforms. Companies like Google, Meta and Microsoft are using data from services such as Gmail, Facebook 

and LinkedIn to train their AI models. As the availability of high-quality public data declines, proprietary data become 

increasingly valuable. Big tech firms are also acquiring companies with unique data assets and modifying their privacy 

policies to expand their access to user data. For example, Google recently updated its terms of service to allow data 

from Google Docs and Google Maps to be used for AI training. 

 

Big techs are also expanding their activities in other layers of the supply chain. They are building their own hardware 

and foundation models, integrating user facing AI applications with their existing services and even securing their own 

sources of nuclear power to run energy-hungry data centres. This vertical integration creates a "cloud-model-data 

loop", where big tech firms can use their dominance in one layer to strengthen their position in others. For instance, 

their control over computational resources, proprietary data and cloud infrastructure can allow them to produce 

better AI models, which in turn generate more data for training future iterations.  

 

A distinct aspect is the potential impact on financial stability: as AI adoption expands in the financial sector, reliance 

on the same data and models can amplify systemic risks during periods of financial stress, creating procyclical 

behaviour or herding effects. Most fundamentally, a few firms’ dominance over AI gives them disproportionate 

influence over the direction of future innovation, increasing the risk of misalignment between private incentives and 

social welfare (Acemoglu, 2021). 

 

 

Towards an inclusive AI ecosystem 

Addressing these risks is a challenging task, but several policy measures are on the table. Promoting data sharing will 

be key. Open data initiatives and the creation of public datasets for model training can help level the playing field for 

smaller firms and reduce reliance on proprietary datasets held by big tech companies. Investments in open-source 

foundation models can encourage competition and allow smaller players to participate in the AI ecosystem. Cloud 

computing is one of the main bottlenecks in the AI supply chain, and measures targeted at reducing switching costs for 

end users can go a long way. Given the global nature of AI markets, international cooperation remains essential, even 

if it is challenging. Harmonising regulatory frameworks and sharing best practices can help address cross-border 

challenges and ensure a fair and competitive market. In the meantime, regular monitoring of market dynamics is 

crucial.  
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