Supply-chain disruptions are at the forefront of economic debates and are often associated with the recent surge in inflation. The increase in inflation has triggered a debate about the efficacy of monetary policy in the presence of supply constraints. In Balleer and Noeller (2023) we provide new direct empirical evidence on how supply constraints propagate monetary policy shocks. We start with a general discussion on the measurement of supply constraints. Specifically, we show that capacity utilization, a widely accepted measure of bottlenecks and slack, is an imperfect measure for input constraints, which are associated with recent supply chain disruptions. We show that the distinction between input and capacity constraints is crucial to understand the propagation of monetary: the probability to increase prices rises sharply for input constrained firms in response to an expansionary monetary policy shock, independent of their level of capacity utilization. A recent theoretical literature argues that it might be optimal not to raise rates when supply is constrained. We inform this debate by providing estimates of firms’ reactions to such policies.
Introduction

Supply-chain disruptions are at the forefront of economic debates and are often associated with the recent surge in inflation. The increase in inflation has triggered a broad economic debate on how monetary policy should act in the presence of supply constraints. According to textbook new Keynesian theory, the optimal response of monetary policy to constrained production is to raise interest rates such that demand is in line with constrained supply. But Caballero and Simsek (2022), for example, argue that it can be optimal not to raise rates or even increase rates and risk inflation when production is constrained temporarily, since this ensures sufficiently high demand when supply recovers. Fornaro and Wolf (2022) highlight the scarring effects of supply constraints which induce a reduction in investment. Contractionary monetary policy might intensify these scarring effects. In order to assess the optimal policy reaction, we would therefore like to learn more about the nature and persistence of supply constraints and also investigate how supply constraints propagate economic shocks in general and monetary policy shocks in particular. Balleer and Noeller (2023) shed some new light on these questions.

Measuring Supply Constraints

A common way to assess inflationary pressures stemming from the production side of the economy is to look at capacity utilization. The argument behind this is straightforward. If there is slack in the economy, i.e., production units are idle or workers are unemployed, an additional boost in demand can stimulate the economy without inducing a rise in prices, since firms can just utilize their unused machinery to meet the additional demand without an increase in costs. If, in turn, many resources are already in use, the firm cannot easily meet the additional demand, so it could raise prices to reduce demand in the first place.

Figure 1

Notes: Figure 1 shows the fraction of firms reporting material constraints in a given industry over time. On the left-hand side we plot the mean (blue line) and median (blue dashed line) shares across industries together with the inter-quartile range (blue shaded region). On the right-hand side we plot the fraction of material constrained firms for all industries in our data (grey lines). The blue and red dashed line depict the industries with the lowest (Non-metallic minerals) and highest (Machinery and equipment) volatility. Grey shaded areas indicate recessionary periods in Germany as dated by the German council of economic experts.
This reasoning is prevalent, both at central banks and in the academic literature (see for example Corrado and Mattey (1997) or Stock and Watson (1999)). Shapiro (1989) cites FOMC members arguing that "[...] the uncertainties in the outlook for inflation were compounded by the prospect that, with production resources at or close to full capacity, even small differences in demand pressures could have a disproportionate effect on the actual rate of inflation next year." More recently, in its monetary policy report the Bank of England (Bank of England, 2020) argued that "the increase in spare capacity [due to the Covid-19 related shutdowns] is likely to weigh on domestic prices." A recent academic literature argues that capacity constraints are crucial to explain different business cycle facts jointly (Kuhn and George, 2019) and that capacity utilization is a sufficient statistic for the curvature of the supply curve (Boehm and Pandalai-Nayar, 2022). At the same time, low levels of capacity utilization are a widely accepted measure of slack that leaves room for demand stimulus (Morley and Piger, 2012; Fazzari et al., 2015; Ghassibe and Zanetti, 2022).

The supply-chain view on supply constraints relates less to idle production units or unemployed workers, but more directly to a lack in inputs such as material or intermediate goods that constrain production. To explore direct measures of input constraints, we use firm-level data from the ifo Business Survey (ifo-BCS), a representative survey of German firms in the manufacturing sector.\(^1\) In particular, firms are asked at a quarterly frequency if their current production is limited due to input or material shortages. We restrict ourselves to the sample period 1990 to 2019 in our main analysis to exclude the many particularities of the Covid-19 induced recession. Figure 1 shows our measure of input constraints over time and across sectors. At an aggregate level the fraction of firms reporting material shortages is pro-cyclical, but with substantial heterogeneity at the sectoral level. Especially during the 1990s, a large number of industries does not report material constraints at all. Over time material constraints become more common across industries as the lower quartile of the industry distribution increases from zero before 2005 to about two percent thereafter, even before the Covid-19 crisis. Furthermore, sectors differ in their sensitivity to the business cycle. While some sectors exhibit large business cycle swings in their reported material constraints, other sectors fluctuate only little and not all sectors face peaks in their material constraints simultaneously.

Exploring the firm level dimension of the data, we study the persistence of input constraints at an individual level. The distribution of the length of sustained periods of being input constrained is right skewed, with a mean of about five quarters and a median of about two quarters. By means of a Markov transition matrix, we estimate the probability to become input constrained to be just three percent. Once firms become input constrained, they remain constrained with a probability of about fifty percent. Hence, input constraints have not been very persistent.

The ifo-BCS also asks firms to state their current capacity utilization rate.\(^2\) We document that the level of capacity utilization alone is not informative about a firms’ input constraints. This is illustrated in the left-hand side graph of Figure 2 which compares the histogram for all firms (blue) with the histogram of input constrained firms (red). There is no difference between the two groups. Hence, input constraints can bind at low levels of utilization. The reason is that firms need material or intermediate inputs to operate their machinery at full capacity. If there is enough material, firms can easily adjust their utilization to meet demand. By contrast, if material is not available, firms cannot fully utilize their machinery. Hence, even if demand is not excessively high, firms can be constrained.

---

1The ifo Business Survey forms the basis of the ifo Business Climate index, a much-followed leading indicator for the German economy, see the most recent release here.

2This is the information underlying the "Joint harmonised EU programme of business and consumer surveys" which provides capacity utilization rates for European countries.
by their inputs, albeit operating at low utilization rates. Following this reasoning, low utilization rates are not an unambiguous sign of economic slack. Conversely, high utilization rates only indicate capacity constraints but not necessarily input constraints. In the paper we back this result based on several regressions controlling for different fixed effects and other covariates. We confirm the results including the recent Covid crisis in our sample. The distinction between input and capacity constraints at the firm level translates into weak correlation between capacity utilization and input constraints at the aggregate level as is shown in the right-hand side graph of Figure 2.

Figure 2

Notes: Figure 2 shows to what extent capacity utilization is a suitable measure of material constraints. On the left-hand side we show histograms of capacity utilization rates for all firms in our sample from 1990 to 2019. The blue histogram shows the utilization rates for all firms whereas the red histogram shows the capacity utilization rates of firms that report material constraints (but no excess demand). On the right-hand side we plot both the average capacity utilization rate from all firms (black line, left scale) and the share of firms that report material constraints, but no excess demand, (blue dashed line, right scale) over time. The correlation between the two series is 0.28. Grey shaded areas indicate recessionary periods in Germany as dated by the German council of economic experts.

The effects of monetary policy in the presence of supply constraints

How do supply constraints propagate monetary policy shocks and does the distinction between input constraints and capacity constraints matter for the answer? The ifo-BCS asks firms about their qualitative price and production decisions, i.e., whether their producer price and production increased, decreased, or was left unchanged in the previous month. We run Jorda (2005)-type local projections in a panel framework in which (cumulative) pricing and production decisions are regressed on high-frequency identified monetary policy shocks provided by Jarocinski and Karadi (2020) which are interacted with a measure of supply constraints.

Figure 3 shows impulse responses of firms’ cumulative price changes (left column) and cumulative production changes (right column) to expansionary monetary policy shocks. Red lines represent responses for material-constrained firms, blue lines represent responses of unconstrained firms. Shaded areas represent one and two standard deviation confidence bands. In the first row we compare firms that operate at low capacity utilization rates, in the second row we compare firms that operate at high utilization rates. The left column documents a substantial difference in the dynamics of cumulative price changes for input constrained firms compared to unconstrained firms. On net, constrained firms immediately increase their prices in response to the expansionary monetary policy shock. This effect is constant for the first eight quarters after the shock hits. By contrast, unconstrained firms hardly change their prices on net in the first two quarters after the shock hits and then start to increase their prices more frequently with a peak response at eight periods.
Figure 3

Notes: Figure 3 plots impulse response functions of material constrained (red lines) and non-material constrained (blue lines) firms. Impulse-responses are smoothed by means of a moving average. Shaded areas represent one and two standard deviation confidence bands, standard errors are clustered at the firm level. In column 1 we plot price responses, in column 2 we plot production responses. In the first row we compare the impulse response functions for firms that operate at low utilization rates, in the second row we compare the impulse response functions for firms which operate at high utilization rates. All responses are estimated within one set of local projections, in which we interact the monetary policy shock with dummy variables that indicate if a firm operates at high or low utilization rates and reports, at the same time, material constraints or not. The monetary policy shock is the high-frequency identified pure monetary policy shock provided by Jarocinski and Karadi (2020). The sample runs from 1999 to 2019.

The responses of constrained and unconstrained firms show comparable dynamics with respect to production decisions (right column of Figure 3). The cumulative production change of unconstrained firms is significantly positive over the first eight periods following the shock. The output response of material-constrained firms is statistically indistinguishable from zero. As the results show, monetary policy faces a much more adverse inflation-output tradeoff in the presence of input constraints compared to a situation without constraints.

The distinction between input constraints and capacity constraints is crucial for the propagation of monetary policy shocks. We observe different reactions of firms between material and non-material constrained firms irrespective of their level of capacity utilization. We compare the responses of firms with or without input constraints that operate at high or low utilization rates. Our baseline finding of a larger cumulative price increase for input-constrained compared to input-unconstrained firms after an expansionary monetary policy shock holds irrespective of the level of capacity utilization. From this we conclude that input constraints are the crucial supply constraint that matters for the propagation of monetary policy shocks, especially with respect to prices.
Policy implications

We argue that supply constraints can refer to either constrained inputs or constrained capacity. Input constraints and capacity constraints do not measure the same aspect of supply constraints. Input constraints refer closely to supply chain disruptions, while capacity constraints describe situations of unexpected excess demand. We show that input-constraints in firms matter strongly for the price setting of firms. Input constraints have been transitory before the Covid-19 induced recession which may support the recommendation to be careful with contractionary monetary policy in this situation (see, e.g., Caballero and Simsek (2022)).

We then estimate the costs of not rising interest rates which matter for the assessment of optimal monetary policy as performed by Caballero and Simsek (2022) or Fornaro and Wolf (2022). Policy makers should pay attention to input constraints as they propagate inflation much more strongly in response to expansionary monetary policy shocks, while output rises even less compared to a situation without constraints. Similarly, inflation would decrease strongly if contractionary action was taken by the central bank when supply constraints bind.

Moreover, our results imply that monetary policy makers should be cautious in interpreting low utilization rates as idle resources as we show that expansionary monetary policy shocks can lead to higher price reactions of firms if inputs-constraints bind while utilization rates are low.
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